POWER FUNCTION OF THE LIKELIHOOD
RATIO TEST WHEN RANGE DEPENDS
UPON THE PARAMETER

BY M. C. JAIsSWAL AND C. G. KHATRI
Gujarat University
(Received in October, 1967)

SUMMARY

Hogg, R.V. [1] obtained the null distribution of likelihood ratio
test statistics for testing the hypothesis H, : (0,=0,=...6,,=0, given)
and H, : (8,=0,=...0;) for certain non-regular densities given by

J(x, 0)=g(x)/h(g,) fora < x < 6;
. 0
for = i=1,2, ..k and h(9)=] g(x) dx
74

The non-null distributions of the likelihood ratio test statistics for
“testing Hy : (8,=0,...0,=0, given) for any k and H, : (6,=0, =...6;)
for k=2,3 and 4 have been obtained and conjectured for any k.
These results hold true if the range of x is {6;, b 6;}, where b(0) is
a strictly monotone decreasing continuous function of 9.

1. INTRODUCTION

The asymptotic distribution of the likelihood ratio test statistic
depends essentially on theregularity conditions, as shown by Wilks [3],
which are necessary to establish the asymptotic normality of maximum
likelihood estimator. These conditions are not satisfied when the range
depends upon the parameters. As for example, the density function

given by
(n S, 0)=g(x)/h (9) for a<< x < 0
=0 otherwise,

0 -
where & ()= [ g(x) dx is a monotone continuous function of 8, does
a

not satisfy the regularity conditions. Hogg R.V. [1] and Kendall and
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Stuart [2] have derived the likelihood ratio test statistics /, and [, for
testing ]

() H,: (6;=0,=...=8,=0, given) and

(ﬁ) . Hy: (0,=0=...=6%)
respectively, considering the k(k=1, 2,...) mutually independent
populations having density functioas f(x, 0,), i=1,2,...k. It has been
shown by them that under the respective null hypothesis (—2 log /)
is distributed as x% with 2(k—¢-1) degrees of freedom, for 1=1, 2.

Let x;; (j=1, 2,...n;, i=1, 2...k) be independent observations
from the population given by the density function f(x, 0,), i=1, 2...k,
and x; be the largest value of the ith sample. The likelihood ratio
test statistics /; and /, can be written as

k
(2) b= T Geanin@y™
i=1
and
. k\
®) L= [T Gt @iy,
i=1
where m=max. (X1, X(2)s+eX(x))

Moreover, we note that the density function of y;=h (x(;) (see Hogg
[1]) can be shown to be
—n; n;—1
4 nidi Y for o < y; < h (B:)=¢:
and
0 otherwise

The purpose of this paper is to obtain the exact non-null
distribution of /; and J,. It is shown that the non-null distribution of

—2 log —(l;l , where G is given by

k
(5) G= 1] t warh 0}
i=1
is distributed as x* with 2k degrees of freedom. This result has been
proved by Kendall and Stuart [2] for k=1 explicitly, and its exten-
sion for any k is immediate. The non-null distribution of / is
obtained for k=2, 3 and 4 only and conjectured for any k. These
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results hold true even if the range of x is (0;, b (9;) where b(g) is
strictly a monotone decreasing continuous function of 6. This has been
established for the null case by Kendall and Stuart [2].

2. NoN-NULL DISTRIBUTION OF /;

The likelihood ratio test statistic for testing Hy (6;==0,=...6,=0,
given) given by (2) can be rewritten as

(6) 11=G11=0
where G is given by (5) and

k. .
L= ]] wi' with wy=Y;/h (),
i=1
i=1, 2,...k, which are independently distributed with the
density functions

n;—1

) n; w; for 0 w; < 1

and 0 otherwise '
It is easy to see from Hogg [1]and Kendall and Stuart [2 p. 237] that
—2 log 1;, , is distributed as x? with 2k degrees of freedom. Hence, '

—2log %— is distributed as x® with 2k degrees of freedom.

3. Power FUNCTION OF 1/,
3'1. Power Function when k=2
Let k=2 in (8), then /, will be given by

My ong o mtng

8 i vl y
where y=max. (y;, y,) and y,=h(x)
Let 112=‘l)1/‘/’2 and

Liny, ny, ¢ ; 4,)=P(l, < ¢)
m
©) =P[(3:/y;) < ¢ when y, > y;]+

&
Ply,/y) < cwheny, > Vel
because the event /, < ¢ is the union of two mutually exclusive cases
m " T
1< ¢y, wheny, >y,
and

ng ny
VoS ¢y when y, >y,
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From (9) it is obvious that
(10) L(’-lh 1y, € ;.“12)=L(”2; fy, € 5 tay)
Hence, we shall obtain L (ny, n,, ¢ ; «;,) when
e, <1 de, ¢ <9,
Let us denote the density function of /, at l,=c by f(c) then
(11) J(O)=fi(c)=fx(c)

where

(12) file)= ;? P[ yzl < cy:], when y, > yl:l
and

13) 0= g0 2[ 5" < ey’ when 3 > i

The joint densrty function of y; and y, is

m—1 Hy—1

(14) =22 5, yo  for0 <y < doi=1, 2

Sy Py
and 0 otherwise

From (14), we get the density function of v,= -—Jﬁ as

15 11y Ny m n—1 for 0 <

—_— = y or < vy [/
( ) ny I'ng 21 1 1= Y12
Ho ~—HNg -1

nn
L uy v for o), < ¥ <

ny4-n,
and 0 otherwise

From (15) it is easy to see that
Hy
(16) fi(o)= —*— . +n wy,  for 0<C e < ap™
Hy —1—9_2_
= _M_a, c m for 012 > c1
i+, ]

and

(17) fe)= +n -12"2 for0 < c< 1

using (16) and (17) in (11) we get the density function of /, at
l,=c as
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(18) f(Q)=(mtsy ® sy, ") | (my+n;) for 0 < ¢ < oy

n

Ny
=, a.m"“’(l—{— c'"l__n;) [ (ny4n,), for o, 1< ¢ < 1

=0 otherwise
Hence

(19) L(ny, ny, ¢ ;¢l2)=c( ny m:l:+ nzx';)/(nl—{—nz)

iy
foro e < oy
ny, M2
=1—[n/(n+ny) o, ¢ ™
ny
for g, <c <1
=1 for ¢>1
=0 for ¢<0.
3.2 Power Function when K=3.
Let k=3 in (3), then /, will-be given by

ny ng ny iy--ngt-ng

(20) Y1 Y2 ¥s [y

where y=max(yy, ¥a, Vs)
and yi=h(x)
i
Let Uiy =g/ s, Ni= 21 1y, No=0,
Jj=
ny Hy g
By=uay,, . By=oayy0,;.
3
@1 A= o i=1,2,3
f=1
and let
L1y, fi, 13, € 5 @y, g3, cyg)
=P, < ¢
ng 1y nytng e
(22) =Py, y; < ¢ y when y; 2 (¥e, ¥5)]
y Ng ny4-ng .
+P v Sc¢ when ¥, > (¥, ¥3)]
ny g ny-t-ny

+Py1 ¥, ¢y

when ys 2> (¥, ¥2)]
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because the event [, < ¢ is the union of the three mutually exclusive
events given by

Ny g Ho-t1g
4,: 3,3 < ¢ when y; 2 (¥a, ¥3)
ny ng ny+-ng
4,:01 95 < ¢y when y; > (31, ¥s)
(23) and
Ry Ng ny-ny
A3y ¥ K¢y when y; 2> (y1, 32)]
Let the density function of 1, at 1,=c be denoted by f{c) then
(24) f)=fi(e)+file) +3(c)
. d
wher'e fio)= v P(4)),
i=1,2,3.

Moreover, it is casy to see from (22) that
(25) L(ny, ng, n, € ;5 019, @yg, tip3)
=Ln; , n

i n.,c

iy i €3 Qg %je %)
where (i3, iy, £3) is any permutation of (1, 2, 3).

Hence, we shall obtain L(m,, n,, ny, ¢ ; oy, 55, ®ag)
when ¢; < ¢y < dgie. ap < 1, wyy < 1 and gy << 1.

Now the joint density function of y,, y, and y, is given by

ny,h, m—1 nyg—1 nz—1

(26) T ong g Yt Y2 Vs
b1 b Bs
and for0 <y, < ¢, i=1,2,3

| 0 otherwise

From (26), after deriving the joint density function of

Va=Y,[y;
and Vs=Ys/y
we get f(c) from it as
Ny ng
27 ‘ Sue)=(m/Np)a,e,, (—logc) -

for0 < e < 1.
Similarly after deriving the joint density function of
1

Vy=—

Vs
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and v5=%
we get f,(¢) from it as
My c n
(28) f2(C)=T~2 (_log B2 ) 25 3+ A} 22 (A253—A173)
; for0 <c< B,
_ N ~
- nlnz (C Ny —I)Al, .
for B, < e <1
=0 otherwise
Lastly, after deriving the joint density function of
1
Vg=—r
[} V3
Ve
and V= —Q
we get f3(c) from it as
(29) f3(c)
N%—Nz( ¢ ) (N14 N )(N;— N,)
=—2—( —log— }4,, : Ay, 53— A,
N, gBa 3 3T N2 (4,5 23)
' Ni(N;—N,)
+ L"—2'("1253 A1,3)
for0 <c< By
N3 ¥
(N,+N J(Ny— ¢ \"W _1 14
N,? B, 3
N,(N,—N.
+N+ﬁ(A2,3—A1, 3)
3
for B, < ¢ < B,
N3
Ni{N;—N,) , ~ 7 -
](TL (c NMi—1n4,,,

for B, < c gl

Using (27), (28) and (29) in (24) we get the density functlon of
l,at l,=c as

(30) f(e)
—log % )Au 3

+ 2 (VA Vo —(Nomaf Ny — (N Ng) + (Nia Np)} Ay
for0< e B,
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+ iil {(Ns| N3)*—(Nya[N3)* — (Nif Ng) + (Ni—1 [ No)} iy 5

N,(N;—N,) N
2 -— 1V, c N
+_—. - N_3 R —= (732—) N 4,,,

for B; < ¢ K B,

=(N;/N3)(—log €) Ay, 5+ {(N1/N3)*—(Ni/N3)y 41 5

. N3
Ny(N,—N;) —N.
+_1(_]2ITLC Nig, .
3

and
=0 otherwise
From (35) we get
L(ny, nyy Ry, € 5 typ, U3, Opg) =

ap
3 .
(—iog o) { 3 NN}t N{ 5 (Ni—Ni_1)(og B)s, 4

for B, <c<1

3
El( f—lz)Ab 3}

, for0 < ¢ < By
—c log ¢ 2 Lefl
(——]\C;g ) { s (N;— N4, 3]’+ N{E (Ni—Ni)dus
3 i=1 3 li=1
(log B;)
1 2 N2 N3 I_J'Vi
—{—"N—s _El(Ntz’—' i—1 )Au 3} +1— Aa; 3 B Ne
s jm
for B, < ¢ < B,y
N
] 2 NZ [— =
(—c log ¢) —‘A1,3+ N2 Ay, 5+ 11— Al:ac Ny

4 .
n
Let wy=Ps/bs, 4is 4= li

j=1

for B, <c 1

PE
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B,-=]ja'g. i j=1,2,3, 4
T i
B,=0, N;= 2 1y,

j=1
N[):O: i’j=15 2: 3,4

and
L1y, 1y, g, Ny, € 5 0gy, yp, Oy, Oy, Oy, gy)
=P, < ¢)
(32)
Ny Ny Hy Ny-Frg -1y
=Py, 39 <cny , when y; 2> (Yo, V3s ¥4)]
ny Nz ny 111+113+/14
+Pyy y3y0 Sy , when y, 2> (¥1, Vs, Yol
ny g 1y 111+n2+114
TPy y2ys <y ;o when yg 2> (v, v3, ¥4l
ny ny ng nytng+ng
+Ply, vy, <o Y _» whenyy 2> (915 ¥ 5]

because the event /, < ¢ is the union of four mutually exclusive
events given by

ny ng ny ng--ng4-ny
Ayiy. Yays Scn > wheny; > (ys, ¥, 1))
o g m--ng--ny
A5y Ve ye e, » when y, 2 (31, ¥z, ¥4)]
iy Ny ny ny+ngtny '
At Yy Yo ¥y <o)y » whenyy 2 (91, Ve, ¥i)]
(33) and
ny ng ng nit-ng-ng
As:yy Vo ys Sy » when yy 2 (¥4, ¥y, ¥3)]
Let us denote the density function f{(c) of /, at
l,=c as
(34) J(©)=1() +£:(e) +/s(€) +/ulc)
where R _ :
ﬁ(0)~— - P4,
l—l 2 3,4
M01eove1 it is easy to see from (82) that
(35) L(ny, n, gy Ny, € 5 Uy, Uygy Oy, Uagy Gy, Uyy)
—L(llll,n12,71i3,71i4,6; .............. SRTTUPNR )
o .

irigs Fiyigs Fiyig> Figigr Cigigs Figiy)
where i, iy, i3, iy is any permutation of (1, 2, 3, 4)
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Hence, we shall obtain

L(ny, 1y, ng, Ny, € 5 09, Gz, Gyg, Tag, Oy, Xgq)

when 1 S by < ¢ < Py,
i-e-, L5 < 15 i;j=l’ 2’ 3! 4
i<j

Proceeding in the same way as in section (3'1) and (32) we
get

(36) |
(=55t (—log o 4y, 4

for 0 < ¢ <1

(37)

for 0 < ¢ B,

mn N, HyH ¢ N N,
=] 1 C'—‘ )A 3 2 3 { B —'_'_1 - i} Ao,
( Og 1 4+ Og 32 N4 ]\r4 2 4

=3
N N4
+00E (c/B) Mad,,
for By < ¢ < B,
1 N, n,N,2 D
=N1_(logc——4l>A1’4+;”1 c Ma,,

for By,<<C<I
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and
nmn 7 ¢c N N.
(59) f(e) =] log e }A1,4+ { gg—ﬁi——N—j}Am

"3_"4 e _N, N,
N85, N, N4}A3’4

ny ) 2 Ny
"N, 2( log 7 ) N, ogp-ty z} A
for 0<c< B,

+

ROUA N myf, ¢ Ny Ny
1'\74?{ lOg N }Al,l + { ng N4 N4 A25 4
nyn, c 1_!2 _N;
i e E N, }A
_Ny
N.
nNg* ¢ 3
() A
for B,<c <B; '
mh, N, } n, n4{ ¢c_N _N, g
, =532 log ¢c— , e A,
Nfg g ey, At 88, N, N, 7
Ny
n,N2( ¢ Ny
+-2 E(—) As,
N2 \B, 24

for By<c<B,

+%]:[—,1 ¢ A
for B,<c<l

Using (36), (37), (38) and (39) in (34) we get the density
function of /, at [,=c

J N; \**_(N;, T+1_ & "L &—_1 "
s o= 3 3 {(F) (G -G+ (G Faes
c 2
(—oe )/ =01
_Nq '
(N,—N)N? (c N;
Ty A E)
v.f (40) for Bjy,<c<B, j=123.4
rom we get
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(41) L(ny, 1y, g, Ny, € 5 tgg, g, Oyg, g, Gag, Olgg)

(e 5 Ay ~<~> PN E Ty
'FI_(Nf/NAL)S A4 B i—N- Cl Ni -

for B,’+i<C$Bj3j=l’ 25 3, 4

From this we can conjecture the density function of /, at ly=cfor

any k as

J

(42) 2 5 NN 41— (N [Ny) 1 —=(No[ N (N1 [Ni) 3 A, 1
r=0 i=

(—log (¢/BYY-*|(k—2—n) 1|

Ny

+{(Np— N)NE2INFTY Ay (Bifl)Ne

for B,’+1<C<B,‘ j=],2,...k.

where Bi=0,  ay=¢i/¢, I, j=1.2,..k

i=1, 2,..k

k
B;= li: &, An= ][ ™,
j=1

i
N;= 3 ny, Ng=0and 0<¢; <, <y<.nne < ¢re
j=1
Hence, the power function of 7, for any k& is conjectured as

k—2 J
(43) [c 3 5 (NN — (N /NP4 A
p=0 i=l

(—log (¢c/By))==?|(k—2—p) !:I

NpIN; 1—(N/N;
+1—(N;/NJ A By k1N c (N1INj)
for Bj+1<c<BJ ,i=1,2, ..k

We have P,(B;+;=0)=0 for C (log ¢)’=0 as C—0 for any non-
negative integer number j and P, (B;=1)=1
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4. BOTH EXTREMITIES OF THE RANGE DEPENDING UPON 0.
We consider the density function
(44) f(x, 0,)=g(x)/k(6;) for 6, <x<<b(0,)

b(0;)
where k(6;)= | g(x)dx, and b (9;) (i=1, 2,...k)
0;

are strictly monotone decreasing function of 0. Hogg [1] has given the
likelihood ratio test for testing Hy 3 (§;=0,=...0,=10, given)
k

(45) =] T o)™
i=1

where X, j=12,..., n; are independent observations from
f(x, 8, i=12,...k.

let t=min[min(xy), b(max x;)], i=1,2,..k
J o

According to. Hogg [1]; we get
P(1>r)=P{min xy>r, max x;<b(r)}
j J

1 \mf br) n; k(r)y
~(e ) (1 sosar” [ 3

‘Hence, it is essay to see that the density function of
yi=k(t)
is given by
(46) ”i¢i—”i)'~£"i_1 for 0<y; < hi=k(0))
and O otherwise

This is the same density function as considered in the preceding
sections and hence /; can be written as

(47) Is‘:Gl lleo
k
where Gy=[ T [k(@:)/k©)]",
i=1
k .
11,0=H w; - and wy=y;/¢;
i=1

Hence, noting section 2, we get the distribution of
_ —2 log (14/G;) as x*
with 2k degrees of freedom.
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Similarly, if we require k to be greater than one, we can show
that the non-central distribution of /,, the likelihood ratio test for
testing the hypothesis Hy : (,=0,...=0;) is the same as that obtained
in section 3, for

4
=17 aly) =

i=1

where - y=max (y; ..., i)
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